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Abstract: A novel optimisation procedure for the location of the transmitter in 3 × 3 multiple input multiple output wireless local
area network wireless communication systems is presented. The optimal antenna location for maximising the channel capacity is
searched by particle swarm optimiser (PSO) and asynchronous particle swarm optimisation (APSO). There are two different
receiver locations considered in the simulation. These two cases are: (i) the transmitter is mobile in the whole indoor
environment and the receivers are located on the tables spaced in intervals uniformly distributed (ii) the transmitter is mobile
and the receivers are space in uniformly distributed intervals in the whole indoor environment. Numerical results have shown
that the proposed PSO and APSO methods are transmit antenna location is optimised to increase channel capacity. The APSO
has better optimisation results compared with the PSO and numerical results also show that the APSO outperforms the PSO
in convergence speed.
1 Introduction

In recent years, there has been a growing interest in the
development of potentially mass-producible application
systems using millimetre waves, such as wireless local area
networks (WLAN) systems [1, 2]. To develop
millimetre-wave WLAN systems, however, we need to
know the reflection and transmission characteristics in
millimetre-wave bands, so that we can evaluate indoor
multipath propagation characteristics and the interactions of
millimetre waves with various objects.
This paper addresses basic issues regarding the WLAN

systems that operate in the 60 GHz band as part of the
fourth-generation system [3]. The 60 GHz band provides 7
GHz of unlicensed spectrum with a potential to develop
wireless communication systems with multi-Gbps
throughput. The IEEE 802.11 standard committee [4], one
of the major organisations in WLAN specifications
development, established the IEEE 802.11ad task group to
develop an amendment for the 60 GHz WLAN systems.
All wireless systems must be able to deal with the

challenges of operating over a multi-path propagation
channel, where object in the environment can cause
multiple reflections to arrive at the receiver. In general,
effective antenna selection and deployment strategies are
important for reducing bit error rate (BER) in indoor
wireless systems [5, 6]. In general, the transmission quality
is estimated with strength of power in the narrowband
communication system. In this paper, the best transceiver
locations by PSO and asynchronous particle swarm
optimisation (APSO) to improve wireless communication
system performance in real environment are presented.
Based on the channel capacity formula, the channel capacity
instead of signal power is chosen as the objective function.
Then this location problem is transformed into the
optimisation problem. Since this optimisation problem is
often highly non-linear and non-differentiable, particle
swarm optimiser (PSO) is used to search the transmitter
location to maximising the channel capacity of the
communication system. Moreover, different values of
dielectric constant and conductivity of materials for different
frequencies are carefully considered in channel modelling.
The remaining sections of this paper are organised as

follows: Section 2 briefly explains the formulation of the
problem that includes ultra-wideband (UWB) channel
modelling, calculations of channel capacity and descriptions
of PSO and APSO. The numerical results are then
presented in Section 3 and conclusion is made in Section 4.

2 System description

2.1 Channel modelling

Using ray-tracing [7–24] approaches to predict channel
characteristic is effective and fast, and the approaches are
also usually applied to multiple input multiple output
(MIMO) channel modelling in recent years [25–28]. Thus, a
ray-tracing technique is developed to calculate the channel
matrix of MIMO system in this paper. A flow chart of the
ray-tracing process is shown in Fig. 1. It conceptually
assumes that many triangular ray tubes (not rays) are shot
from a transmitter. Here the triangular ray tubes whose
vertexes are on a sphere are determined by the following
method. First, we construct an icosahedron which is made
of 20 identical equilateral triangles. Then, each triangle of
the icosahedron is tessellated into many smaller equilateral
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Fig. 1 Flow chart of the ray-tracing process

Fig. 2 Matrix representation of MIMO-NB system
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triangles. Finally, these small triangles are projected onto the
sphere and each ray tube whose vertexes are determined by
the small equilateral triangle [29].
For each ray tube bouncing and penetrating in the

environment, we check whether reflection times and
penetration times of the ray tube are larger than the
numbers of maximum reflection Nref and maximum
penetration Npen, respectively. If not, we check whether the
receiver falls within the reflected ray tube. If yes, the
contribution of the ray tube to the receiver can be attributed
to an equivalent source (i.e. image source). In other words,
a specular ray going to the receiver exists in this tube and
this ray can be thought as launched from an image source.
Moreover, the field diffracted from illuminated wedges of
the objects in the environment is calculated by uniform
theory of diffraction [30]. Note that only single diffraction
is considered in this paper, because the contribution of
double diffraction is so small in the analysis. We have
simulated the case of double diffraction and found that the
impact of the second diffraction is negligible.
By using these images and received fields, the channel

frequency response can be obtained as following:

H(f ) =
∑Np

p=1

ap(f )e
jup(f ) (1)

where p is the path index, Np is the number of paths, f is the
frequency of sinusoidal wave, θp( f ) is the pth phase shift and
ap( f ) is the pth receiving magnitude, which depends on the
radiation vector of the transmitting and receiving antenna.
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Note that the channel frequency response of MIMO systems
can be calculated by (1) in the frequency range of the signal.
2.2 System description

The received signal for a time-invariant narrowband system
combining with MIMO (MIMO-NB system) is described as
follows [31]

Y = HX +W (2)

H =

h11 h12 h13 . . . h1Nt

h21 h22 h33 . . . h2Nt

h21 h22 h33 . . . h3Nt

..

. ..
. ..

. . .
. ..

.

hNr1
hNr2

hNr3
· · · hNrNt

⎡
⎢⎢⎢⎢⎢⎢⎣

⎤
⎥⎥⎥⎥⎥⎥⎦

(3)

where X, Y andW denote the Nt × 1 transmitted signal vector,
the Nr × 1 received signal vector and the Nr × 1 zero mean
additive white Gaussian noise vector at a symbol time,
respectively, H is the Nr ×Nt channel matrix and hij is the
complex channel gain from the jth transmitting antenna to
the ith receiving antenna.
From linear algebra theory, every linear transformation can

be represented as a composition of three operations: a rotation
operation, a scaling operation and another rotation operation
[32]. As a result, the channel matrix H can be expressed by
singular value decomposition (SVD) as follows

H = UDV∗ (4)

where U and V* are the Nr ×Nr and Nt ×Nt unitary matrices,
D is an Nr × Nt rectangular matrix whose diagonal elements
are non-negative real values and other elements are zero
and the symbol * in (4) stands for the conjugate transpose
or Hermitian operation.
MIMO is capable of signal processing at the transmitter

and receiver to produce the set of received signals with
highest overall capacity. A matrix representation of
MIMO-NB system is shown in Fig. 2. In this figure, a
linear signal processing operation V̂ is multiplied by the
transmitted signal vector X to produce a new set of signals.
The new set of signals is fed further into the MIMO
channel. Finally, another linear signal processing operation
Û is multiplied by the incoming signal propagating through
the channel. The final output signal vector Ŷ is expressed
1511
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Fig. 3 Flow chart for the modified APSO
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as follow

Ŷ = Û UDV ∗( )
V̂X + ˆUW (5)

Note that there is no adding or subtracting of any signal
power in the system, because V̂ and Û are both unitary
matrix.
If channel state information (CSI) is known for receiver,

the channel capacity of the MIMO-NB system can be
written in an equivalent matrix notation for Nt≥ Nras follows

CNB = B log2 det I + SNRt

Nt
DD∗

( )( )
(6)

where I is an appropriately sized identity matrix. Using the
relationship of D =U*HV, (6) can be rewritten as follows

CNB = B log2 det I + SNRt

Nt
U∗HH∗U

( )( )
(7)

Since U is an unitary matrix, and it does not change the value
of the determinant of the matrix that they multiply. Thus, (7)
can be rewritten as follows [33–35]

CNB = B log2 det I + SNRt

Nt
HH∗

( )( )
(8)

The equation is especially effective to calculate MIMO
capacity in a mathematical software package, since the
channel capacity needs CSI for the receiver only.
By the ray-tracing technique, all the frequency responses

inside the bandwidth of WLAN between any transmitter
and receiver antennas are calculated. Then, MIMO channel
capacity of WLAN transmission can be calculated as
summation of the channel capacity of the narrowband at
each discrete frequency point. Thus, the channel capacity
(bandwidth efficiency) can be written as

CWLAN = 1

BW

∑Nf

k=1

Cnarrowband
k (bits/s/Hz) (9)

where BW is the total bandwidth of WLAN and Nf are the
numbers of frequency components.

2.3 Evolutionary algorithms

Evolution algorithm starts with an initial population of
potential solutions that is composed by a group of randomly
generated individuals. Each individual is a D-dimensional
vector consisting of D optimisation parameters. The initial
population may be expressed by {Xj:j = 1, 2,…, Np}, where
Np is the population size. The explicit expression for Xj is
given in the next section. The details of the PSO and APSO
algorithms are given below.

2.3.1 Particle swarm optimisation: In PSO, the
particles move in the search space, where each particle
position is updated by two optimum positions. The first one
is the position (with best fitness) that has been achieved so
far for the concerned particle. This position is called xpbest.
The other one is the global best position obtained so far by
any particle in the swarm. This best position is called xgbest
[36].
1512
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By keeping xpbest and xgbest, the update rule for the velocity
of each particle is an important mechanism in a PSO
algorithm. The most commonly used update rule for the
velocity vk+1

j is as follows

vk+1
j = v · vkj + c1 ·f1 · xkpbestj − xkj

( )
+ c2 ·f2 · xkgbest − xkj

( )
(10)

xk+1
j = xkj + vk+1

j , j = 0Ñ p − 1 (11)

where c1 and c2 are the learning coefficients used to control
the impact of the local and global components in velocity
(10). vk+1

j and xk+1
j are the velocity and position of the jth

particle at generation k + 1. Both φ1 and φ2 are random
numbers with the values uniformly distributed between 0
and 1. ω is a parameter known as the inertia weight.
2.3.2 Asynchronous particle swarm optimisation:
Clerc [37] suggested the use of a different velocity update
rule, which introduced a parameter ξ called constriction
factor. The role of the constriction factor is to ensure
convergence when all the particles tend to stop their
movement. The flowchart of the APSO algorithm is shown
in Fig. 3.
The velocity update rule is then given by

vk+1
j = j · vkj + c1 ·f1 · xkpbestj − xkj

( )
+ c2 ·f2 · xkgbest− xkj

( )( )
(12)

xk+1
j = xkj + vk+1

j , j = 0Ñ p − 1 (13)
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Fig. 4 Layout of a small personal communication environment.

◉ denotes the optimal location of the transmitting antenna when the receivers
are located on the tables with uniform intervals distribution
⊗ denotes the optimal location of the transmitting antenna when the receivers
are with uniform intervals distribution in the whole indoor environment
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where

j = 2

2− f−
����������
f2 − 4f

√∣∣∣ ∣∣∣ , f = c1 + c2 ≥ 4

By (10) and (12), particles fly around in the multidimensional
solution space and adjust their positions according to their
own experience and the experience of neighbouring
particles, by exploiting the knowledge of best positions
encountered by themselves and their neighbours [38].
The key distinction between an PSO and the APSO is on

the updating mechanism, damping boundary condition and
mutation scheme. In the typical synchronous PSO, the
algorithm updates all the particles velocities and positions
using (10) and (12) at the end of each generation and then
updates the best positions, xpbest and xgbest. Alternatively,
the current updating mechanism of APSO uses the
following rule: just after the update by (10) and (12) for
each particle the best positions xpbest and xgbest will be
replaced if the new position is better than the current best
ones such that they can be used immediately for the next
particle. In this way, the swarm reacts more quickly to
speedup the convergence.
Boundary conditions in PSO play a key role as it is pointed

out in [39]. In this paper we have applied the damping
boundary condition and mutation scheme. The mutation
scheme plays a role in avoiding premature convergences for
the searching procedure and helps the xgbest escape from the
local optimal position. More details about the APSO
algorithm can be found in [40].

2.3.3 Ray-tracing combined optimisation
algorithm: By combining the optimisation algorithm and
the ray-tracing technique, we are able to optimise antenna
location, which can maximise the channel capacity
performance.
In the synthesis procedure, the optimisation algorithm is

used to minimise the following cost function (CF)

CF = 1

(1/BW)
∑Nf

k=1 C
narrowband
k

(14)

where CF is the inverse average capacity for UWB system in
(9). PSO and APSO are used to search the transmitter antenna
location to maximise the capacity of the communication
system. Then, the three-dimensional (3D) shooting and
bouncing ray (SBR)/image method combined with PSO and
APSO has been presented in this paper. In our simulation,
when the CF is smaller than the threshold value or PSO
and APSO do not find a better individual within 300
successive generations, the PSO and APSO will be
terminated and a solution is then obtained.

3 Numerical results

Simulation and numerical results are presented in this section.
A ray-tracing technique is developed to calculate the channel
frequency response from 59.5 to 60.5 GHz with frequency
interval of 5 MHz. That is, 201 frequency components are
used. The channel capacities for different transceiver
positions in the indoor environment are investigated. Fig. 4
is the top view of the indoor environment with dimensions
of 10 m (length) × 9.2 m (width) × 3 m (height). 0.5 m-thick
floors and ceilings of the concrete are used for these cases.
The transmitting and receiving antenna are modelled with
IET Commun., 2013, Vol. 7, Iss. 14, pp. 1510–1516
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simple omni-directional radiation pattern and vertically
polarisation. Each antenna is of a fixed height of 1 m. The
heights of desk, partition and file cabinet are 0.73, 3 and
1.7 m, respectively. The thickness of partition is 0.115 m.
Since the same materials for different frequencies will have
different propagation characteristics. Therefore the
frequency dependence of the dielectric and conductivity of
materials are carefully considered in the channel simulation.
The frequency response of the indoor environment was
calculated by SBR/image method for the 3 × 3
MIMO-WLAN channel. The number of ray tubes shooting
from transmitter is 18 000. The maximum number of
bounces setting beforehand is five, and convergence is
confirmed. The optimal antenna location for maximising the
channel capacity is searched by PSO and APSO.
The values of parameters in PSO and APSO are as follows:

population size is set to be 30 in the simulation; selection
strategy – constriction coefficient; learning coefficients – c1
= 2.8, c2 = 1.3; probability of mutation− 0.15. These are
two cases with different transceiver positions in our
simulation. The transmitting antenna Txc(5, 4.6, 1 m)
located in the centre of the indoor environment with a fixed
height of 1 m is used for our reference, as shown in Fig. 4.
For the first case, the transmitter is mobile in the whole

indoor environment and the receivers are located on the
tables with uniform intervals distribution, which 120
measurements with 0.5 m spacing between adjacent points
are carried out (e.g. transmission from a cell phone to a
computer). The optimal locations of the transmitting
antennas are at TxPSO(2.64, 4.65, 1 m) and TxAPSO(3.99,
3.76, 1 m) by using PSO and APSO, respectively. The
channel capacity against SNR is calculated, as shown in
Fig. 5. Here SNR is defined as the ratio of the average
transmitted power to noise power at the front end of the
receiver. The results show that the capacity curve increases
greatly when the TxPSO and TxAPSO are used as transmitter.
TxPSO and TxAPSO can dramatically increase channel
capacity not only because of the beamforming gain and
diversity gain but also became MIMO spatial multiplexing
technique makes full use of multipath fading. The results
1513
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Fig. 5 Capacity against SNR for the Scenario I

Fig. 7 Capacity against SNR for the Scenario II
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show that the capacity curve increases greatly when the TxPSO
and TxAPSO are used as transmitter. It is seen that the channel
capacity at SNR = 40 dB is about 12.58, 14.68 and 16.63 for
Txc, TxPSO and TxAPSO, respectively. It is clear that channel
capacity increased by APSO is better than PSO by about
13.3%. The performance for the antenna location by APSO
is much better.
The CFs for against generation PSO and APSO are

calculated, as shown in Fig. 6. It is seen that the final CF is
reduced by APSO and good convergence is achieved within
172 generations. The CF of APSO is about 0.105 in the
final generation. It also shows that the convergent speed for
the APSO is faster than that for PSO.
For the second case, the transmitter is mobile and the

receivers are spaced in uniformly distribution intervals in
the whole indoor environment, when 120 measurements
with 0.9 m spacing between adjacent points were carried
out (e.g. transmission from one cell phone to the other cell
phone). The optimal locations of the transmitting antennas
are at TxPSO(3.72, 3.41, 1 m) and TxAPSO(2.66, 4.23, 1 m)
by using the PSO and APSO, respectively. The channel
capacity against SNR is calculated, as shown in Fig. 7. The
Fig. 6 Channel capacity average against generation for the
Scenario II by PSO and APSO

1514
& The Institution of Engineering and Technology 2013
results show that the capacity curve increases greatly when
using the TxPSO and TxAPSO as the transmitter. It is seen
that the channel capacity at SNR = 40 dB are about 8.97,
12.93 and 16.13 for Txc, TxPSO and TxAPSO, respectively. It
is clear that channel capacity increase by APSO is better
than PSO by about 24.7%. The performance for the antenna
location by APSO is much better.
The CFs for PSO and APSO against generation are

calculated, as shown in Fig. 8. It is seen that the final CF is
reduced by APSO and good convergence is achieved within
89 generations. The CF of APSO is about 0.123 in the final
generation. It also shows that the convergent speed for the
APSO is faster than that for PSO.
All of the above results demonstrate that TxPSO and TxAPSO

which is presented in this paper are powerful for two cases of
propagation environment. TxPSO and TxAPSO can
dramatically increase channel capacity not only because of
the beamforming gain and diversity gain but also became
MIMO spatial multiplexing technique makes full use of
multipath fading. As a result, the capacity can be increased
substantially in indoor UWB communication system.
Fig. 8 Channel capacity average against generation for the
second case by PSO and APSO

IET Commun., 2013, Vol. 7, Iss. 14, pp. 1510–1516
doi: 10.1049/iet-com.2012.0598



www.ietdl.org

4 Conclusions

The study has shown that we can deploy transmitter antenna
position by PSO and APSO to improve wireless
communication system performance in real environment. In
this paper, the CF is defined as the inverse of channel
capacity for WLAN system. The PSO and APSO minimise
the CF by adjusting the transmitter antenna location.
Channel propagation environments are simulated the
propagation site. To obtain optimal channel capacity for a
given transmitter, PSO and APSO algorithms are used to
determine the best location of the transmitter. This paper
proposes the use of a 3D ray-tracing model in indoor
wireless systems, combining PSO and APSO for optimising
the transmitter antenna location. It is shown that the
combination of the ray-tracing method and the algorithm
can lead to optimised channel capacity in indoor
environment. By using the frequency responses of these
3 × 3 MIMO channels, the channel capacity performance
for Shannon–Hartley theorem WLAN communication
system is calculated. Channel capacity is the average
performance criteria for digital transmission systems. The
PSO and APSO is used to maximise the channel capacity.
The frequency dependence of materials utilised in the
structure of the indoor channel is accounted for in the
channel simulation, that is, the dielectric constant and loss
tangent of obstacles are not assumed to be frequency
independent. Numerical results show that the APSO
outperforms the PSO in convergence speed. As a result, the
channel capacity can be increased by about 24.7% in indoor
WLAN communication systems. It is also found that the
channel capacity as increased by APSO is better than that
by PSO.
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